Rashtriya Sanskrit Vidyapeetha
(University Established under section 3 of UGC Act, 1956)

Tirupati — 517 064.

M.A. Sanskrit (Shabdabodha systems and Language Technology)

Semester 1
Course No. Course Name Course type | Credits
MSLT 111 | Introduction to paninian Grammar Hard Core 4
MSLT 112 | Introduction to Process of Sentence understanding Hard Core 4
MSLT 113 | Introduction to Navya Nyaya Hard Core 4
MSLT 114 | Introduction to computers Hard Core 4
MSLT 115 | Natural Language Processing Soft core 4
Semester 2
Course No. Course Name Course type | Credits
MSLT 121 Introduction to Paninian Grammar & Etymology Hard Core 4
MSLT 122 QecaTufRaTaR=raT: Hard Core 4
MSLT 123 Language and Speech Processing Hard Core 4
MSLT 124 Computer Programming - PERL Hard Core 4
MSLT 125 Introduction to Paninian Grammar & Nirukta Soft Core 4
Semester 3
Course No. Course Name Course type | Credits
MSLT 231 | Detailed Study of Samasas Hard Core 4
MSLT 232 | Introduction to Verbal suffixes Hard Core 4
MSLT 233 | Language and Linguistics Hard Core 4
MSLT 234 | Corpus Linguistics Hard Core 4
MSLT 235 | JAVA Soft core 4
Semester 4
Course No. Course Name Course type | Credits
MSLT 241 | Sabdabodha Text - | Hard Core 4
MSLT 242 | Atrtificial Intelligence Hard Core 4
MSLT 243 | Major Project Work Internship 8
MSLT 244 | Sabdabodha Text - |1 Soft Core 4

Soft skill course for PG students

Course code

Course Name

Course Type | Credits

SBSS

Text processing using Python

Soft Skill




M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 1

Introduction to paninian Grammar

Course Code Course Type Credits Theory
MSLT111 Hard core 4 4hrs/week
fawar: --
1. ATAORMTEAAIIRTY:
. HEIRIOREY:

2

3. HAYHOTH - FTELAGIecTehler
4. Al - agfAgeddiaar
5. odied: - TgflgledeDidar

6. TTatafey: - agfigeamiadr
7. AR - AHACIURT: ([EAAGH, 3Ag afeigardeais)
8

. RACATeR_SINMUATGTATHTRITR dol:

TEIRIAT: -
I 13 (R FAE AL G
2. =
3. JErEAr



M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 1

Introduction to Process of Sentence understanding

Course Code Course Type Credits Theory
MSLT112 Hard core 4 4hrs/week
faw=: -
1. ATBTARYUTH — WNHATLHS
THITHET:, JRICIFUH - daal:, ARGETEUH, HAdeR[A0H:, AeqrAir:

decFgH, UHAY Abiaan:, ATRbACT:, aAurifaviges: gamme:

2. CIETUMARUUTH - WWHTHHASSNI

~AIAT AGTOMUGTY:, ST AfAafa, SaTomdorH, S&TomHer:, S&onary:
3. SYEIAANARUUTH - TWHTLHA>SNI

4. ATCATUHGHINBRONA - IRHAALHA>SII

TEIRTT: -
1. dld el >Nl

2. SAITAGedHbIad



M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 1

Introduction to Navya Nyaya

Course Code Course Type Credits Theory
MSLT113 Hard core 4 4hrs/week
fawar: --
1. e - AcURTBeld: 50
2. ATIIHANTUET: 25
YHETEUH, dgal SNIATUriT, HFI-UEaeus,
A RFREFICING!,  JRATAITHARAG [AATHD I IEITTTH,
JRIfAIATHRHIIT: FHAAICY: |
fafteRsaaseTaas -

gfadeagfAeTa:, NYRIAIATE:, ATCIGRA: AT RIT IHT:,

o ¢

HITSATTTICDhATT:, TARATOTTANSTHTE:, HideheUeh A Tdehouhellded®yua,

ICLRIBLIR L CE

TER—IGIAT: -
1. dhaIe:
2. AIAIANIGIY: AU A



M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 1

Introduction to Computers

Course Code Course Type  Credits Theory Practicals Tutorial
MSLT114 Hard core 4 4hrs/week 2hrs/week 1hr/week
Unit |

Fundamentals of Computers: Computer definition — Types of Computer — Logical
Organization of a Digital Computer — Memory: Main Memory: RAM, ROM and Cache —
Secondary Memory: Magnetic tape, Floppy disk, Hard disk, Compact disk — Input devices —
Output devices

Unit 11

Operating system : Definition, functions of an operating system, Types of Operating systems
: Brief details of batch processing, Multi Programming, multi tasking, time sharing, real time
operating systems - Introduction to Windows, Desktop, File, Folder, My Computer, My
documents, Recycle bin, Internet Explorer, Windows Explorer — Types of Programming
Languages — Introduction to Linux operating System: Kernel and different types of shells-
File system and Directory structure - Important concepts in a Linux environment : Login,
login scripts and Profiles — GUI Under Linux.

Unit 1

MS Word Basics : Starting word, Creating a new document, Opening preexisting
document, The parts of a word window, Typing text, Selecting text, Deleting text, Undo,
Redo, Repeat, Inserting text, Replacing text, Formatting text, Cut, Copy, Paste —
Printing. Formatting Text and Documents: Auto format, Line spacing, Margins, Borders
and Shading. - Working with Headers and Footers: Definition of headers and footers,
creating basic headers and footers, creating different headers and footers for odd and even
pages. - Tables: Creating a simple table, Creating a table using the table menu, Entering
and editing text in a table, selecting in table, adding rows, changing row heights, Deleting



rows, Inserting columns, Deleting columns, changing column width - Power Point:
Basics, Terminology, Getting started, Views - Creating Presentations : Adding slides, Deleting a
slide, Importing Images from the outside world, Drawing in power point, Transition and build
effects, Deleting a slide, Numbering a slide, Saving presentation, Closing presentation, Printing
presentation elements

Unit IV

File manipulation under Linux: copy, rename, delete and move, directory listing, file
handling and 10 redirection - Users and Groups: Concept of users and groups, Owner,
Primary and secondary group, types of file and directory permissions - Basic commands
and shell-scripting: Miscellaneous other commands cat, cal, date, passwd, less, grep, wc,
bc uname, etc. Archiving utilities, tar, gzip/gunzip, bzip/bunzip etc. - Introduction to shell
scripts.- Writing basic shell scripts

Unit vV
Regular Expressions: Special characters, Literal characters, Escapes for non-

alphanumeric special characters, Single character patterns, Grouping patterns,
Alternatives, Substitutions, Global replacements, Split and joint operators

111 Prescribed Text Books

1. Peter Norton, Introduction to Computers, Sixth edition, Tata McGraw Hill(2007).
2. Ron Mansfield, Working in Microsoft Office, Tata McGraw Hill  (2008)
3. Linux Complete, Linux Documentation project compiled by Grant Taylor



M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 1

Natural Language Processing

Course Code  Course Type Credits Theory Practicals Tutorial
MSLT115 Soft core 4 4hrs/week 2hrs/week 1hr/week
Unit |

Introduction to NLP: Goal, History of NLP - Applications of NLP — Open Problems —
Knowledge sources

Unit 11

Language Structure and Language analyzer: Introduction to Language Structure,
Overview of Language analyzer: Morphological Analyzer, Local word grouping (LWG),
Core Parser.

Unit 111

Words and their Analyzer: Introduction to Morphological Analysis (MA), MA using
Paradigms - Speeding up of MA by compilation - Local Word Grouping: Verb groups,
Noun groups, Strategy for grammar Development.

Unit IV

Paninian Grammar: Introduction to Paninian grammar — Semantic model - Paninian
theory: Karaka Relations — Active Passive: Karaka to Vibhakti Mapping, Karaka shares.

Unit VvV

Paninian Parser: Introduction, Core Parser: Constraints — Preferences over Parses —
Lakshan charts for Sense Disambiguation — Machine Translation: Introduction,
Anusaraka or Language Accessor

Prescribed Text Books



1. Natural Language Processing: Paninian Perspective. Prof. V.Chaitanya, Rajeev Sangal,
published by Prentice Hall of India 1997
2. Natural Language Modeling: Prof G.U. Rao book- 413 published by HCU 2006

M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 2

Introduction to Paninian Grammar & Etymology

Course Code Course Type Credits Theory
MSLT121 Hard core 4 4hrs/week
fawar: —
1. SUCTAT: - Agfgleddladr 20
2. PHRDYDBIITH 40
(FUUSTINHT: gorfcdr) - aalaﬁwlliﬁalc—aaﬁiaél
3. Etymology of the following words. (Qlaac?gcqi?lz) 15

A -dR-56 - -FHG-GF - AT - 3UH-AY-aATeh-36h-1¢, - 314 - TATUg e -
foredha, fechareary:

e IhdeT: —

1. dATRRTRAGTahlaT
2. ST
3. [AohA

N



M.A. Sanskrit (Shabdabodha systems and Language Technology)

Semester — 2
Qegaraufharafi=rar:
Course Code Course Type Credits
MSLT122 Hard core 4

1. ACGHUS: - AATAGIedH bl
Uetlel o PRUTATA PIRepreareares
AThETETS

NIGDIEEAIT]

TEITARNThTS:

gerfeueral draifcadaerel rfthfaar:

Stifaerihareg:

D EI GO ITASTCEE AR

STETUTEIRUH - dwal:
HHATHAETOTRT:
ATEGATTFRUNT TRISETE T
2. AGISIAT HHACIATREL:

Theory

4hrs/week

65

10



TETIRIAT: -
1. SAITAGIdHhIdel
2. dhTATCI T
3. SIS
4. demarsrarafaers:
5. RIAGHTSTH AR

M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 2

Language and Speech Processing

Course Code  Course Type Credits Theory Practicals Tutorial
MSLT123 Hard core 4 4hrs/week 2hrs/week 1hr/week
Unit |

Introduction to NLP: Knowledge in Speech and Language Processing — Ambiguity —
Models and Algorithms — Language, Thought and Understanding — Brief History —
Words : Basic Regular Expression patterns — Disjunction, Grouping and precedence,
advanced operators — Regular Expression substitution.

Unit 11
Finite state automata, Using FSA to recognize sheeptalk, NMondeterministic FSAS,

Using an NFSA to accept strings, Relating Deterministic and Non-Deterministic
Automata.

Unit 111
Morphology and Finite State Transducers: English Inflectional and Derivational
Morphology, Finite state Morphological parsing, Combining FST Lexicon and Rules,

Lexicon-Fee FST — Porter Stemmer, Human Morphological Processing

Unit 111



Features and Unification : Feature Structures — Unification of Feature Structurs —
Features structures in the Grammar — Implementing Unification — Parsing with
Unification Constrains — Types and Inheritance

Unit Vv

Discourse: Reference resolution — Text Coherence- Discourse Structure -
Psycholinguistic studies of Reference and coherence - Dialogue and Conversational
Agents: What makes dialogue different — Dialogue Acts — Automatic Interpretation of
Dialogue Acts - Dialogue Structure and Coherence — Dialogue managers in
conversational Agents.

Prescribed Text Books:

1. Speech and Language Processing — Danial Juafsky, Jamaes H. Martin.

M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 2

Computer Programming — PERL

Course Code  Course Type  Credits Theory Practicals Tutorial
MSLT124 Hard core 4 4hrs/week 2hrs/week 1hr/iweek
Unit |

Introduction to Perl: The structure of a Perl — a sample Perl Program — Editing and
Execution of Perl - Variables and constants - types — operators and types - Input from
STDIN - Output to STDOUT

Unit 11

Scalar Variables: Defining Scalar Variables - Literal Representation - Scalar Operators —
Reading and Printing scalar variables - Arrays: Defining a List or Array - Literal
Representation - Array Operators- Reading and Printing scalar variables - Hashes:
Defining Hash Array- Hash Key and its value -Literal Representation - Accessing Hash
Array values - Hash Array Operators- Reading and Printing scalar variables

Unit 1

Perl Loops and control statements: Relational Operators- if, if..else, while, do..while,
do..until statements- Loop control statements: Next,Last, Redo statements

Unit IV



What is a Filehandle - Opening & Closing a Filehandle - Using Filehandles to read and
Write data. - Perl Functions - Defining a User Function - Creating a User Function that
takes arguments - Private Variables in Functions - Return Values

Unit Vv

Regular Expressions: Concepts, Patterns, Matching Operators - Substitutions, The Split
& Join Functions

Prescribed Text Books

1. Learning Perl (Second edition) by Randal L. Schwartz and Tom Christiansen,  Shroff
Publishers and Distributers Pvt. Ltd

2. Progrmming Perl, Second edition bt Larry Wall, Tom Christiansen and L. Schwartz,
Shroff Publishers and Distributers Pvt. Ltd

3. Mastering Perl 5 by Herrmann — BPB Publications, New Delhi

4. Perl Primer by R J Rama Sree published by RSVP

M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 2

Introduction to Paninian Grammar & Nirukta

Course Code Course Type Credits Theory
MSLT125 Soft core 4 4hrs/week
fawam: —

1. TYRAGIeaBIHEl Ieledyfosdl - BTG - AYHBIISIURIONTA - 50
2. TAThe - UYATAR UYAUCIERST Tgdueudeas| 25

UIHAUIG: -

fevgereaegeufe:, ey Ugadret, VsHTafaednr:, Suaandfavd
RIEFCTAAIIGAN: HAH |

feagaure -

IGRIGIRIERLIE

€|'§2i': Olq: -




ATHTIVY AThETIATEAT FHITTT

IR I -
1. TfAgedeniadr
2. =
3. fA%ehA
4. 3TETEIRA

1.

2
3
4
5

M.A. Sanskrit (Shabdabodha systems and Language Technology)

Semester — 3

Detailed Study of Samasas

Course Code Course Type
MSLT211 Soft core
. TGl (HHATHYDRIUTH)

HITTATE: - TELAGIecTehIFT
. ITAHG: - TYRAGdDIaar

Credits

4

Theory

4hrs/week

50



1. JITHIOTHEOTER: - FATHATRBAUT: 25

A
. %
4

M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 3

Introduction to Verbal suffixes

Course Code Course Type Credits Theory
MSLT212 Hard core 4 4 hrs/week
l. ﬂgi@@lc—aaﬁiaﬂél - fafeefosa: 60

1. SUTQUTRAT - gRAgledmiaar
2. TYUTUTAAT - AEAGIecIehiaar



3. O - orgfgreamiad

4. T - AYRAgIecmiaar

5. Peod PAYDIH - AYAGeddA!

1. FIAAUCATRBIAOR: (FAIURTd:) ad, 3FAG, JoAG, ad, [
g~ Afhdle: 15

M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 3

Language and Linguistics
Course Code Course Type Credits Theory

MSLT213 Hard core 4 4 hrs/weeks

1. Definition and Classification of Languages.



Morphological Classification
Geneological Classification

2. Theories on the origin of Languages.

old and Modern.
Bow Vow, Pooh Pooh, Ding Dong, Ye-he-ho theries.

3. History of Indo-Aryan.
1. Old Indo Aryan
2. Middle Indo Aryan
3. Modern Indo Aryan

4. Phonology.
1. dTecaneEAT=ATa
2. dreeaifeau:
3. AT AYUTA:
4. dREIYIA:
5. TORA: Hed: TAT:, FCATT:, FTR:, HFATHDI:

6. CATATRTIABROM
5. Phonetic Laws

1. Grimm's Law

2. Grassmann's Law

3. Verner's Law

4. Palatal Law

6. Types of Phonetic Changes

1. olg:
HTITH:
fIdT: (Metathesis)
HHATBIOTH (Assimilation)
fawHTRIUTH (Dissimilation)
giexr:
HATABAT (Nazalization)

N o A W



7. Semantics
Primary meaning, Secondary meaning. semantic changes. (37JeIea:)
causes of semantic changes.

HERIBIAT: -
1. HTYIRMTEYATAT

2. Language - Bloomfield
3. HTUTTA=AT
4. ITYTABHTITIIRAT

5. Linguistics

M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 3

Corpus Linguistics

Course Code Course Type Credits Theory Practicals

MSLT214 Hard core 4 4 hrs/week 2 hrs/week

Unit |

Tutorial

1hrs/week



Introduction: Basic Concepts - What can we do with corpora- Need for Corpus
Linguistics - Types of Corpus - Historical development: two competing approaches -
How to build corpus - Applications of Corpus Linguistics Tools for finding and
displaying texts using Unix tools: sorting- counting text tokens —Generating frequency
lists for a given text file, making n-grams, solving small problems using Unix tools and
Perl

Unit 11

Concordances: What is concordance? Key word in context (KWIC) index — How to
prepare  KWIC-studying existing concordance programs for  concordance.
Corpus Design: How to design our own corpus — enrichment of corpus for our own
applications

Unit 111

Annotation — Tools for annotation —Methods to annotate the given text -Issues in
annotation — Annotating the texts of Indian Language Texts

Unit IV

Probability and Language Modeling: Probability — Joint probability- Conditional
Probability— chain Rule- Bayes Rule- How probability is useful in NLP.

Unit VvV

Hidden Morkov Models and POS tagging — Statistical parsing

Prescribed Text book:

1. Data intensive Linguistics by Chris Brew and Marc Moens — 2004.

M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 3

JAVA Programming

Course Code Course Type Credits Theory Practicals Tutorial

MSLT215 Soft core 4 4 hrs/week 2 hrs/week 1hrs/week



Unit |

Fundamentals of Object Oriented Programming: Object Oriented Programming Concepts
- Objects and Classes - Data abstraction and encapsulation

Unit 11
Introduction to Java Programming Language: Java program structure - Java tokens- Java
statements- Java virtual machine — constants — Variables - Data types - Arrays and
Strings
Unit 111

Classes, Objects and Methods — Implementation using interfaces — packages- multithread
programming — Exception handling Catch and finally statements.

Unit IV

Managing 1/0 files in Java, Concept of streams, Reading / Writing characters and bytes,
Interactive 1/0.

Unit Vv

Intro to applet Programming: Applets Vs applications.- Local and Remote Applets,
Designing web pages.

Prescribed Text books

1. Programming with JAVA by E. Balaguruswami, Tata McGraw Hill Pub.

M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 4

Sabdabodha Text — |



Course Code Course Type Credits Theory
MSLT221 Soft core 4 4hrs/week
1. HSTHTSTH - TEURMTgehd

2. JERAT: ([AfEEgaie)
1. Segagl

W 00 N oo U1 p W N

15. FAATAIRITSTH
3. poucaan: Afcen: (Gervmimy: - ufkar 9)
g, Jd, og:, WOa:, @&:, 3o, ¢, @[, O, fqer

TEIRIT: -
1. FETHTCIH
2. dITPIOTTAETecTehlHAT
3. JARATH:

M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester - 4

Artificial Intelligence



Course Code Course Type Credits Theory
MSLT222 Soft core 4 4hrs/weeks

Unit |

Overview of Al: What is Al? Importance, Related fields - What is Al — The Early work
in Al — Al and Related Fields. Knowledge: General concepts: Introduction — Definition
and Importance of Knowledge - Knowledge- Based systems-Representation of
Knowledge- Knowledge Manipulation- Acquisition of Knowledge

Unit 11

Formalized symbolic logic: Introduction — Syntax and Semantics for Prepositional Logic
— Syntax and Semantics for FOPL — Properties of Wffs — Conversion to Clausal Form —
Inference Rules — The Resolution Principle — No deductive Inference Methods -
Representations Using Rules. Structured Knowledge:Introduction — Associative
Networks — Frame Structures — Conceptual Dependencies and Scripts.

Unit 111

Object-oriented representations : Introduction — overview of object-oriented systems —
Objects, Classes, Messages, and Methods — Simulation Example Using an OOS Program
— Object Oriented Languages and Systems

Unit IV

Knowledge Acquisition: Introduction — Types of Learning — Knowledge Acquisition Is
Difficult — General Learning Model — Performance Measures

Unit v

Early Work in Machine Learning: Introduction — Perceptions — Checker Playing
Example — Learning Automata — Genetic Algorithms — Intelligent Editors. Learning by
Induction: Introduction — Basic Concepts — some Definitions — Generalization and
specializations - Inductive Bias — Example of an inductive Learner.

Prescribed Text Book:

Introduction to Artificial Intelligence and expert systems, Prntice —Hall of India Private
Limited, New Delhi.

M.A. Sanskrit (Shabdabodha systems and Language Technology)
Semester — 4



Major Project Work

Course Code Course Type Credits
MSLT223 Internship 8

This course gives students an opportunity to implement the theories they studied and will
be a testing bed for their understanding. Students have to work on a problem selected on
the guidance of his/her teacher/supervisor and submit a small dissertation at the end of
the year in order to fulfill the requirement of the course.

Note for Marks division and evaluation.

100 Marks for Dissertation by external evaluator other than guide

100 Marks for presentation before examiners including guide

M.A. Sanskrit (Shabdabodha systems and Language Technology)



Semester — 4

Sabdabodha Text — 11
Course Code Course Type Credits
MSLT224 Soft core 4

QEGATIHHATAT — U UH. 3. AT
(yafghIamt — sffwTH)

1. AGEATITHATII AT

IR AT qUh UTHIH
AGEATTATACHT AT EGSANTHTGUSAH

G AT caHTIAH

AT — faffeaquies:
JIFIEIRIIRTY:

grFadfaoR: — RAffeaaqae=aulR=a:
ATHSAT THICIEUSAURTT:

. Jfefeaeay — AfcaarfdaraauiR=a:
10. PRPALTOTIRTY:

1. gAY FeaqmaauR=:

W 00 N o U1 p W N

TEIRTAT: —
1. AregAIuHAATE
2. QMegar o
3. HUUTHAR:
4. THAZSI



Soft skill course for PG students under Shabdabodha

Text Processing using PYTHON

Course Code  Course type Credits Theory Practicals Tutorial
SBSS Soft Skill 4 4hrs/week 2hrs/week 1hr/week
Unit-1

INTRODUCTION : The Usefulness of Programming for Language Research — Installing
Python — Our First python Programm

Unit-11
S

STATEMENTS, DATA TYPES, DATA STRUCTURES: Variables — Simple Statements
— Data Types : Strings, Numbers, None — Data Structure : List and Tuples.

Unit - 111

DATA FLOW, FUNCTIONS, ERRORS AND EXCEPTIONS : conditional Statements :
If-Then — Looping : While-loops, For-loops — Functions : arguments and return Values —
Errors and Exceptions.

Unit -1V

INPUT/OUTPUT (IO): Input/Output: Reading from and Writing to files — Strings in
Depth — Sample Programs

Unit-V

OBJECT-ORIENTED PROGRAMMING, REGULAR EXPRESSIONS: A Brief
Introduction - Regular Expressions : The Basic — Writing a GUI with Python.

Prescribed Book

1. Beginning Python, Peter Norton, etc., Wiley India



